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Abstract. Computational intelligence agents can reach expert levels in
many known games, such as Chess, Go, and Morris. Those systems in-
corporate powerful machine learning algorithms, which are able to learn
from, e.g., observations, play-traces, or by reinforcement learning. While
many black box systems, such as deep neural networks, are able to
achieve high performance in a wide range of applications, they gener-
ally lack interpretability. Additionally, previous systems often focused
on a single or a small set of games, which makes it a cumbersome task to
rebuild and retrain the agent for each possible application. This paper
proposes a method, which extracts an interpretable set of game rules
for previously unknown games. Frequent pattern mining is used to find
common observation patterns in the game environment. Finally, game
rules as well as winning-/losing-conditions are extracted via association
rule analysis. Our evaluation shows that a wide range of game rules can
be successfully extracted from previously unknown games. We further
highlight how the application of fuzzy methods can advance our efforts
in generating explainable artifical intelligence (AI) agents.

Keywords: planning, frequent pattern mining, association rule analy-
sis, action selection, subgoal induction

1 Introduction

Artificial intelligence (AI) in games is known to have beaten expert human play-
ers in a wide range of boardgames. A common example is the chess playing agent
Deep Blue [4], which defeated the at the time reigning world champion Garry
Kasparov. The system was able to rate millions of board positions per second
and was tuned in cooperation with multiple chess grandmasters. Recently, GO
was added to this list with AlphaGO’s victory over the world’s best human GO
player Lee Sedol [28]. Despite the great success of AlphaGO its implications are
unclear. The utilized black-box model, a neural network based board evaluation
function trained by reinforcement learning [8], is hard to interpret and highly
specialized on a single task.

Despite the strength in playing these games, humans find it nearly impossible
to interpret the result of black-box systems such as deep neural networks [27].
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Here, the knowledge is represented in high-dimensional spaces learned from tons
of data. The decision-making process cannot be explained easily and be fooled by
adversarial examples. See, for example, the deep convolutional neural network
architecture AlexNet[11]. Researchers were able to classify one of the largest
image libraries “ImageNet Large Scale Visual Recognition Challenge” (LSVRC-
2010; 1.2 million images, 1000 object classes) [25] with an astonishing top-5 error
rate of 17.0%. However, recent analysis on the best performing solutions showed
that minor perturbations can drastically change the classification result [30].

In the context of game AI similar problems can lead to unexpected behavior
of the developed agent. For example, the system might fail in unusual situations
or perform unreliably. During the interaction with such systems, players or users
can have difficulties in explaining the AI’s behavior [5]. This can reduce the
player’s immersion and, therefore, decrease the player’s enjoyment [29]. For this
reason, the industry is in need of explainable AI systems, which act on the basis
of comprehensible mechanisms. Crafting those systems by hand is an extremely
costly and time-consuming task. Our work aims in developing such explainable
AI systems by automatically adapting to the game environment.

While many proposed AI systems focus on generating an agent to play a single
game, our work focuses on the task of creating an agent that is capable of learning
to play multiple games. Thus, special attention goes to the generation of abstract
learning systems, which are able to adapt to a wide range of game environments.
Games provide a natural test bed for the task of general AI, because they exist in
many variations and focus on providing a competing and balanced environment.
Developing agents for games and especially for video games is of high interest
due to the rapid growth of the (digital) entertainment industry. Learning AI
agents would not just be able to play the game, but can adapt themselves to
updates of the game throughout the development phase. Additionally, learning
agents can be used for automatic game testing and balancing. Therefore, those
systems would be able to drastically reduce time and costs of the development
process.

The General Video Game AI (GVGAI) competition [21] provides games in
a common description language, which eases the process of agent development
and provides a unified benchmark for general purpose game AI. Previous results
suggest that developed agents can achieve very good performance when they are
provided with a forward model, which can be used to simulate the outcome of
an agent’s action. However, this forward model needs to be hand-crafted and
may not be available during the development of a game. For this reason, the
in 2017 introduced learning track added a new challenge, in which agents only
have a few tries for training and understanding the game without receiving any
information on the game’s underlying rules.

In the learning track agents are provided with three levels during training,
which introduce elements of the game being studied. The agent’s performance is
subsequently validated based on its performance in two unknown levels. Most re-
cent results of the 2017’s learning track competition show that developed agents
performed barely better than an agent acting randomly. Proposed models include
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Monte Carlo Tree Search (MCTS) agents with various parameter estimation al-
gorithms [10]. This might be due to a lack of an understanding of the game’s
general rules and conditions for winning or losing the game.

In this work our goal is to improve the generation of a suitable game model
during the training phase. Our system especially aims for an interpretable ap-
proximation of the game’s rules and its winning or losing conditions, also known
as termination set. This is achieved using play-trace analysis based on frequent
pattern mining and association rule analysis. The complexity of the approxi-
mated rule set is reduced using multiple rating criteria. Our work introduces
new ways of developing and validating agents for previously unknown games
and is especially interesting for the development of interpretable models of the
agent’s environment. We further discuss possible fuzzy extensions and their in-
fluence on the interpretability of generated models.

The remainder of this paper will be structured as follows: In Section 2 we
provide a basic overview of the topic general game AI and the framework we
used to simulate a wide range of games. Further in Section 3, frequent pattern
and association rule mining methods are reviewed, since they are the key ele-
ments in our model induction process. After explaining the basic concepts, we
introduce our play-trace generating mechanism in Section 4. On the basis of
these play-traces, we first use association rule analysis to model each game. Spe-
cial constraints of the termination set are discussed in Section 5. Furthermore,
we propose various rule reduction mechanisms. These are necessary to filter a
set of interesting rules, which describe the game reasonably well. In Section 6
we present how explainable agents can be learned to highlight the strengths of
the induction process. Subsequently, we discuss fuzzy-based extensions for the
proposed framework in Section 7. Final remarks and interesting implications for
future work can be found in Section 8.

2 General Video Game AI

General Game AI is a popular area of research. In contrast to previous works in
game AI an agent is evaluated on its capability in playing a diverse set of games
reasonably well. While humans can pick up simple games and learn their rules
in a matter of minutes, most programmed agents need a lot of data to play the
game on a competitive level. The General Video Game AI (GVGAI) competition
[21] promotes further research on general games AI. It provides a framework for
the creation of simple games with a similar back-end. Thus, agents can be tested
on a wide range of video games without additional coding.

The GVGAI-framework is based on the works of Tom Schaul, who adapted
the game definition language to the context of video games. His Video Game
Definition Language (VGDL) [26] allows to quickly design games by providing
entities and interactions of the game in the game description, while providing
the actual level in a separate level description. The game description consists of:
an interaction set, a termination set, a sprite set, and a level mapping [21].
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The interaction set provides the basic model of the game. It describes how
single sprites behave, how the player input influences the games avatar, and
how interactions between those sprites change the current state of the game.
During a collision it is possible to change the players score, to move, destroy or
add sprites to the current game state, or change inherent attributes of repre-
sented game-objects, such as health points, movement speed or resources [24].
The interaction set also provides information about the physics engine used
by each sprite. Currently two modes of operation are available: either grid-based
physics, or continuous physics [22]. Grid-based physics simulates a top-down view
in which sprites move from one grid cell to another or pixel-wise. Continuous
physics were recently added to analyze learning models under more complicated
physic environments. Here, sprites can move continuously in between grid-cells
and simulate basic laws of physics such as gravity.

In this work we focus on modeling the agent’s control options, the interaction
set, as well as the termination set. The termination set defines a set of rules in
which the game is destined to end. Possible mechanics include:

1. the count of a sprite is less/greater than a specified threshold, e.g., the player
sprite was removed

2. a variable exceeds a specified threshold
3. an interaction occurs (which most often deletes a sprite and triggers the first

option)

The GVGAI-Framework provides two observation mechanisms. Either the
pixel output of the game engine is used, or the observation set is provided as an
array-like representation of the game environment. In our work we will focus on
the latter, which removes the influence of the sprite set.

The level mapping defines relationships between characters used in the level
definition and sprites to be used. The level definition contains the start con-
figuration of the game and is used to easily change the level structure without
changing the rules of the game.

The GVGAI-Framework currently provides a set of 90 grid-based and 10
continuous-physics games. Researchers can participate in various competition
tracks. In the playing track agents can access full information on the game model
and the current game state. The learning track limits the agents to a partial
observable game-state and does not provide a game-model. Our work focuses on
the learning-track, in which the agent cannot use a forward-model. Therefore,
our methods aim in generating a forward model based on observations during
multiple play-traces.
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3 Frequent Pattern Mining (FPM)
and Association Rule Analysis

In contrast to black-box models we aim for an interpretable system. The output
should be in human-readable format. Especially interesting are well compressed
systems such as decision trees [23] and association rules. The strength of these
methods is their output in form of human-readable rules. Those are not just
easy to interpret but also easy to adapt. Due to the complexity of the game
environments, we choose to implement an association rules analysis. In contrast
to decision trees, association rule analysis works efficiently with a high num-
ber of features [3, 18]. Learning a tree would have a large overhead during the
feature selection phase and result in a tree with high width and depth [9]. Ad-
ditionally to the simplicity of these rule based systems, both can be adapted
to non-deterministic (game) environments by using fuzzy systems. Both, fuzzy
decision trees as well as fuzzy rule sets, would be possible extensions to our
proposed solution. The utility of fuzzy extensions for the proposed approach is
discussed in Section 7.

Our work relies on frequent pattern mining and association rule analysis [1],
which results in simple rules in the form of:

antecedence→ consequence

Specifically, we are interested in rules that map the current game-state and possi-
bly the agents action to the next game-state. This allows the agent to anticipate
enemy movements, tile interactions and avoid any of the losing conditions of the
game.

We achieve this by extracting patterns from recorded play-traces. A play-
trace is an ordered set of observations of every tick of the game. Two consecutive
game-ticks (tk, tk+1) will be merged to a single transaction, in which the action
and each change in an observable element is included as an item i ∈ B in the
transaction. For each set of items I we count the support. The support of an
item set is the number of transactions t ∈ T that include the specified item set.

suppT (I) =
∣∣{t ∈ T | I ⊆ t}

∣∣ · |T |−1

In Frequent Pattern Mining (also called Frequent Item Set Mining) we search
for all item sets with a support higher than a specified threshold, the minimum
support suppmin. Therefore, the set of frequent items F is given by:

F (suppmin) = {I ⊆ B | suppT (I) ≥ suppmin}
After all frequent item sets were extracted, we create rules of the form X → Y

for each item set in the set of frequent item sets (I ∈ F ), such that X ∪ Y = I
and X ∩Y = ∅. The set of rules will be filtered based on support and confidence
of a rule.

The support of an association rule indicates how often a rule can successfully
be applied in the given transaction database.

supp(X ⇒ Y ) = supp(X ∪ Y ) = |{t ∈ T | X ∪ Y ∈ t}| · |T |−1
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It can be interpreted as the relative frequency in which the rule could have been
applied. The confidence of an association rule describes how often the rule can
be correctly applied in the given transaction database.

conf(X ⇒ Y ) =
supp(X ∪ Y )

supp(X)

It can also be interpreted as a conditional probability P (EY |EX), the probability
of finding the consequence of the rule in a transaction in which the antecedence
is known to be present.

4 Extracting Play-traces Patterns and Game Rules

Our algorithm starts with zero knowledge and tries to approximate the games
rules by analyzing the play-traces of previous runs. Extracting play-traces can
be a cumbersome task. In general those play-traces should cover all possible
interactions that can occur during the game. However, without any knowledge
you cannot perform much better than acting randomly. This can be seen in
the results of 2017’s GVGAI-learning track in which only one agent performed
slightly better than a random agent. For this reason we generate an initial set of
play-traces using a random agent. During play-trace collection the random agent
is not learning from any previous experience. Therefore, all transactions in the
database will be based on the same knowledge of the game, more precisely, in this
special case on the absence of knowledge. Further play-traces can be collected
using the generated model for enhancing the planning capabilities of an agent.

The capabilities of our method will be largely restricted by the set of features
we store during our play-trace generation. Table 1 lists the recorded features used
in this study. This list was iteratively adjusted to the needs of our method.

We use Frequent Pattern Mining to find frequently occurring patterns be-
tween consecutive time-steps. Especially important is the game result, which
can be either ”continuing”, ”won”, or ”lost”. In a play-trace that consists of n
time-steps each time-step from k = 1, . . . , n− 1 will be of the state ”continuing”
and only the last time-step is either marked with “won” or “lost”. During longer
games the support of only the ending time-steps will not reach a reasonable
minimal support threshold. Therefore, no termination rules can be found in this
case. Further, decreasing the minimal support to a level in which all termination
rules can be found will result in far too many rules. However, we can make fur-
ther use of special properties of the termination set for effective mining of such
rules. These will be discussed in Section 5.

All other rules will be filtered based on support and confidence. While the
support is used to reduce the number of frequent item sets, the confidence limits
the rule base to rules which have a high probability of being correct. This is
especially important because mistakes in our model will accumulate over time
and even further reduce the accuracy of our prediction.
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(a) Level 1 (b) Level 2

(c) Level 3

Fig. 1: Exemplary game where the player wins, when reaching the flag from the
side and loses when he approaches from the top or the bottom.

Table 1: Recorded attributes during the play-trace analysis

Feature Range

Game Tick N
Game Score N
Game Score Change N
Game Result {Continuing, Won, Lost}

Player Action {Up, Down, Left, Right, Use, other}
Player Grid-Position {R,R}
Position Change X R
Position Change Y R
No Position Change boolean
Player Collision Object Type
Changes in Secondary Attributes such as Health, Resources, etc.

Object Above Object Type
Object Below Object Type
Object Left Object Type
Object Right Object Type
Object Collision {Sprite 1, Sprite 2}

5 Properties of the Termination Set

As a first example we consider the game depicted in Figure 1. The agent (yellow
character) can move to neighboring grid-cells in each of the cardinal directions.
He wins the game when he is approaching the flag from the side and loses when
coming from the top or the bottom. In this game all winning play-traces in level
1 (Figure 1a) reach this point by moving to the right during their last step, while
all play-traces in level 2 (Figure 1b) reach the target by moving to the left. By
just looking at the final time-step-transition in all play-traces from the first and
the second level five simple hypotheses are possible:
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1. Moving right wins the game.
2. Moving left wins the game.
3. Reaching the flag wins the game.
4. Moving right and reaching the flag wins the game.
5. Moving left and reaching the flag wins the game.

Which of these is the most suitable hypothesis? Judging based on a single play-
trace all seem equally valid. However, the hypothesis (1) and (2) can be excluded,
in case we combine the observations of level 1 and level 2. Both levels will result
in play-traces, which consist of multiple time-step-transitions in which a step to
the right or to the left does not end the game. Deciding which of the other three
hypotheses (3-5) is the most suitable cannot be done by just observing play-
traces of a single level. Judging by complexity hypothesis (3) is the simplest and
is correct for both levels. Both other hypotheses, (4) and (5), are valid for only
one of the provided example levels. Therefore, we will return hypothesis (3) as
a temporary result.

Nevertheless, in both levels there is only one way of fulfilling the general
winning condition. In level 3, depicted in Figure 1c, there are multiple options for
winning and losing the game. The player will instantly lose in case he approaches
the flag from the top or the bottom.

The following hypothesis can be generated from analyzing single play-traces
of the third level:

1. Reaching the flag wins the game.
2. Reaching the flag loses the game
3. Moving right and reaching the flag wins the game.
4. Moving left and reaching the flag wins the game.
5. Moving up and reaching the flag loses the game.
6. Moving down and reaching the flag loses the game.

All hypotheses for “Moving in any direction to win or lose the game.” were re-
moved, since, by the logic presented above, some play-traces will contain moves
in the specified direction that did not end the game. From the generated hy-
potheses, (1) and (2) can be removed, because both contradict each other. None
of the remaining generated hypotheses does fully describe the actual termination
set. Nevertheless, we can combine hypotheses (3-6) in a termination set to fully
describe the game’s original model.

Using this method, only the last time-step will be used to form hypothe-
ses for termination conditions. These hypotheses will be filtered by eliminating
contradictions using the transactions of all previous time-steps. For the need of
simplicity more complex hypotheses are exchanged by more simple termination
conditions. Finally, the termination set can consist of multiple simple termina-
tion criteria. Further work needs to be put into the automatic compression of
the termination set. This will ensure a faster processing during run-time and an
improved readability in more complex termination sets.
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Fig. 2: Screenshot of the game alien of the GVGAI framework

6 Applications of Association Rule Analysis for
General Game AI

The strengths of the system will be further highlighted based on multiple games
of the GVGAI-framework. In this paper we present a detailed analysis of the
game “alien”. For further results we refer to our current papers on the topic of
forward model approximation [6, 7].

The game “alien” is a clone of the famous game space invaders. Here, the
player controls a small spaceship and needs to defend itself from approaching
aliens. Figure 2 shows a screenshot of the game. In the bottom row the player
flies left or right. The spaceship can shoot a single bullet to destroy the alien
spaceships before they arrive at the bottom of the screen. From time to time
alien spaceships shoot as well. Their rockets and the player’s bullets explode at
the gray rocks in the centre of the game board. The player wins by destroying
all aliens, but loses by either destroying all rocks, or in case a single alien reaches
the bottom row.

Play-traces were collected by letting the random agent play 10 rounds of
“alien”. According to our proposed play-trace analysis we retrieved 8 rules. See
Table 2 for the full list of rules.

Most of these rules are movement based, because movement occurs compar-
atively often. The lowered confidence of MoveRight appeared by coincidence,
since the player always lost the game by moving right during the last time-step.
During reset the game engine places the agent in the bottom left corner, there-
fore, a MoveLeft was detected. Interactions between sprites only occur rarely.
For this reason, only one interaction rule can be found in the final rule set. The
termination condition was successfully retrieved. However, since the agent did
not win a game during 10 tries no rule for winning could have been retrieved.
The final rule set describes the game reasonably well.
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Table 2: Association rules extracted from play-trace analysis.

Rule Support Confidence

ActionLeft → MoveLeft 0.32 1.00
ActionRight → MoveRight 0.31 0.98
ActionUse → Stay 0.36 1.00
ObjectAbove, ActionUse → Stay 0.05 1.00
ObjectAbove, ActionLeft → MoveLeft 0.05 1.00
ObjectAbove, ActionRight → MoveRight 0.06 0.92

SpriteCollision ↔ HigherScore 0.06 1.00

PlayerCollision, ScoreDecrease → GameLost 1.00 1.00

It is astonishing how well the systems grasps the true game model. Even with-
out any further knowledge of the game, most necessary rules were detected. The
resulting rule set is in human readable format and easy to understand. Agents
can apply these rules in simulation-based search algorithms as approximation of
the forward model. Chosen actions can later be justified by showing the user the
related rules. Even the outcome of long action sequences can be explained by
studying the agent’s assumed outcome.

The result of this case-study also applies to many of the other games in
the GVGAI-framework. A natural extension of this work, the Forward Model
Approximation framework, can be found in [6, 7]. We also want to note that
the development of game AI is just one of many interesting applications of this
work. In general this work shows how explainable systems can be developed for
unknown contexts by observation without providing further knowledge.

7 Analysis of Fuzzy methods

In this section we will discuss opportunities for the application of fuzzy methods
to improve the proposed approach. Fuzzy logic is a many-valued extension of
binary logic, which can be exploited in cases that allow truth values between
true and false. This could be a desirable characteristic for multiple components
of the designed model.

First of all the agent described in the current framework is described to be
perfect in its observation of the environment. While the computer game setting
often allows to implement agents with perfect sensors, transferring this approach
to the field of robotics would need adjustments to the sensor value processing.
Especially the item set mining needs to be fault-tolerant in cases where sensor
values can be missing or does only receive vague information. The mining of
gradual patterns can be used to act in scenarios with missing sources of infor-
mation [16]. Also using fault-tolerant frequent item set mining algorithms [20],
such as SODIM [2], will allow the application of the proposed approach in an
error-prone setting. Such a fuzzy item set matching cannot only be applied dur-
ing the mining phase, but also during the association rule processing phase. This
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may allow matching incomplete patterns for acting in situations in which none
of the crisp rules apply.

Next to a fuzzy item set mining, the association rule mining process needs to
be adapted for situations in which multiple rules may apply. This is especially
relevant in non-deterministic games, in which a single situation can yield differ-
ing results. The proposed approach will generate conflicting association rules,
which need to be handled by the agent during the decision-making process. By
making the rule-exploitation fuzzy we allow the agent to weigh the applicability
of multiple rules and their outcomes. Aggregating the results of these rules will
allow the agent to act in situations in which the outcome of a situation can only
be described by multiple degrees of possibility.

While the extensions above describe how the agent will be able to act in
vague situations, fuzzy methods can also be applied to reduce complex rule sets
to a human understandable form. Describing the final agent using a small set
of fuzzy rules may help to understand the reasoning process and its resulting
behavior. For example, fuzzy summaries can be used to reduce the fuzzy rule set
to a small set of linguistic terms [13]. Therefore, applying fuzzy concepts cannot
just help to adapt the proposed method to vague scenarios, but can also help to
increase the explainability of the overall system behavior.

A final aspect, which is often ignored, is the interaction between the devel-
oped agent and a human user. We already mentioned the industry’s interest in
the development of self learning systems, but after the agent is adapted to the
developed system it will, ultimately, interact with the human user. Measuring
the user’s emotions will inherently lead to subjective information. Managing and
interpreting vague data gained from user questionnaires can be made possible
by applying fuzzy data mining [15]. Sentiment analysis and opinion mining [19]
will be the major research areas for increasing the user’s enjoyment.

8 Conclusions and Outlook

In this work we discussed a rule induction mechanism for modeling unknown
video games. Our case-study shows that simple and accurate rules can be ex-
tracted from a small set of observations. The learned model results in an approx-
imation of the forward model. Utilizing this model helps to explain the agent’s
behavior and enables it to provide explanations of its intentions.

Our work highlights the capabilities of explainable machine learning systems,
which can be used in complex environments without further knowledge. In con-
trast to other popular machine learning algorithms our proposed method results
in a rule set readable by humans. This offers users the chance to further analyze
the strengths and weaknesses of the developed agent and fosters the possibility
of a strong human-computer interaction.

With this in mind many new research opportunities arise. For example, the
possibilities for a stronger human-computer interaction would motivate tutoring
systems, in which a machine teaches a new user based on the true model of
an application and the model that can be induced from the user’s behavior.
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Especially interesting would be the generation of new learning examples, which
help the user to get a grasp of the true model.

In contrast to teaching humans, the resulting model can also be used for a step
wise increase in the agent’s skill level. For this purpose, an agent would receive
the induced rule set as an incomplete forward model. This would allow the agent
to plan multiple steps ahead. Referring to our example game “alien”, the agent
would try to avoid collisions with other game entities to not lose the game. In
combination with the extracted movement rules, the agent will be able to dodge
bullets, thus, increasing its chances of winning the game. Collecting more play-
traces with a partially informed agent will lead to an even better approximation
of the true game model. Even without the true forward model, prediction of
future game states could succeed with a reasonable enough approximation of
the original model. This iterating approach will allow a step wise update of the
agent’s capabilities, ultimately allowing agents to learn how to be successful in
a wide range of more complex applications, without any human interference.

Nevertheless, more complex models would also be in need of a more com-
plex representation. Hierarchical rule representations and the mining of gradual
patterns [16] would prove useful in preserving simplicity of the rule set in such
scenarios. Another idea would be the development of local environment mod-
els. Especially multi-agent models might prove useful in modeling independent
components of the environment. Such a distributed approach assures faster com-
putation and higher memory efficiency. This could be achieved by applying the
proposed approach to local observations of each entity of an environment. Se-
lecting a scope of each local model and finding its relevant features will be a
major focus due to the complexity of the environment.

Last but not least we see a special importance in the development of explain-
able models for non-deterministic applications. Those pose special constraints on
the learning system, in which, for example, rules can trigger unreliably or have
overlapping antecedences. Fuzzy models such as fuzzy decision trees [17, 14] and
fuzzy rule sets [12, 16] may be the key to modeling such environments.

This selection of research opportunities does not aim to be complete, but it
highlights the many directions in which explainable AI may advance during the
next years. We are looking forward to all the upcoming applications, methods,
and results that this field is about to offer.
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